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1.1
Abstract

Companies execute projects but fail to record historical data of the projects ( like the financial institutions) that can be used for further estimation and improvements. This paper discusses the feedback loop that is executed using metrics and feeds essential information to the company, the managers/leads, and the project. This feedback can be used to access/improve the strengths of further projects and their estimation. This paper uses the collected metrics of a dummy project as a sample and comments on the same. 

The metrics collected are more oriented towards testing phase that eventually can be used to create a test estimation sheet based on empirical approach. 

Also, this approach is a part of the metric-based test-oriented approach in the prototype software development life cycle. For details, refer to the reference section.

1.2
Metric collection

Metric collection is a feedback loop for the development and test processes. Most companies ignore this loop, although it yields important data/figures that help managers and project leaders with further project evaluation/estimation (provided the project life cycle model is the same) and enable them to ascertain immediate measures to improve the process/people activities.

The following are the samples of some basic metrics collected for a client project:

1. These are collected for XYZ technology.

2. These are for “Prototype SDLC model”.

1.2.1
General project metrics

	Project name
	LOC
	Bugs
	Web Pages/Units
	Team Size
	Project Duration

	Project 1
	5560
	38
	14
	5
	30 days

	Project 2
	12714
	27
	18
	4
	118 days

	Project 3
	16830
	62
	23
	5
	68 days

	Project 4
	17408
	61
	17
	5
	66 days

	Project 5
	21052
	123
	50
	9
	74 days

	Project 6
	58002
	242
	34
	11
	76 days

	Project 7
	66496
	179
	57
	8
	87 days


Table 1.1
Note: All the aforesaid projects have been executed for the same client and use the same technology.

1.2.2
General test metrics

	Project name
	Estimated test case preparation time
	Estimated test case execution time
	Total test case count
	Total test case execution count
	Total testcase review count
	Test team size

	Project 1
	5 days
	5 days
	263
	526
	49
	1

	Project 2
	16 days
	10 days
	648
	669
	34
	1

	Project 3
	10 days
	15 days
	413
	991
	71
	2

	Project 4
	8 days
	6 days
	427
	693
	31
	1

	Project 5
	9 days
	5 days
	500
	500
	108
	1

	Project 6
	14 days
	6 days
	1135
	1353
	120
	2

	Project 7
	11 days
	6 days
	400
	463
	131
	1


Table 1.2
Any member of the project team, with the required flair, can collect these basic statistics.

1.3
Feedback

1.3.1
Feedback to the company

The following are the derived metrics that can benefit the manager as well as the company.

	Project name


	Defect/KLOC


	KLOC/day/ person
	Developer/STG ratio



	Project 1
	6.834532374
	46.33333333
	5:1

	Project 2
	2.123643228
	35.91525424
	4:1

	Project 3
	3.683897802
	61.875
	2.5:1

	Project 4
	3.504136029
	65.93939394
	5:1

	Project 5
	5.84267528
	35.56081081
	9:1

	Project 6
	4.172269922
	76.31842105
	5.5:1

	Project 7
	2.691891242
	109.1888342
	8:1


Table 1.3

1.3.1.1
Observation 1

Average KLOC

= 61.6 per day per person

Average Defects/KLOC
= 4.12

This information indicates that the company needs a sound defect management tool. If the productivity (measured in terms of average KLOC) for this technology project is found to be low, then steps must be taken to improve it. If the average Defects/KLOC value is high, then substantial efforts must be made to decrease this value.

1.3.1.2
Observation 2

Test case preparation rate  (tp) 
= 51 cases per day per person

(This is derived by dividing the total test case count by the estimated test case preparation time.)
Test case execution rate  (te) 

= 98 cases per day per person

(This is derived by dividing the total test case count) by the estimated test case execution time.)

*Test case efficiency  (tef)

= 85.63 %

(*- This is derived by using the formula {100- [(No. of test cases corrected/total test cases)*100]}

This information is useful when coupled with the average number of units for projects (30 screens per project) for estimation and is also the global test metrics for technology projects.

Refer to the sample estimation document
1.3.1.3
Observation 3

The information in the table 1.3 is subsequently used to derive estimates in terms of the required team size and test engineers, project duration (based on the complexity), and the number of units (Web pages) for projects based on the following:

1. Technology used in the project

2. Team size and project size

3. Complexity

Data can be collected for individual projects and classified based on the aforesaid points. Technology enables the company to know its own strength and capacity, and use this information for further improvements and estimations with minimum tolerance.

1.3.2
Feedback to the manager/leads

1.3.2.1
Observation 1

The observed average test time is 25% of the total project time (the maximum of 36% and minimum of 18% is observed). 

1.3.2.2
Observation 2

The average developer-to-test engineer ratio is observed to be “5.6:1”. This is assumed to be appropriate for the current project and technology, as indicated by the causal analysis of defects and project post-mortem. This ratio can vary based on the strengths and capabilities of the testing and the development teams. The manager/lead must carry out a detailed analysis before varying the ratio.

Note : This observation depends upon the process maturity and the company maturity. These metrics and inferences can vary depending upon the company, the technology, the SDLC model, and the project..

1.3.2.3
Observation 3

The current estimation sheet/process is acceptable and the same must be continued for new projects using the same technology. Alternatively, a new estimation sheet can be generated based on the empirical approach of estimation.

Refer to the sample estimation document
1.3.2.4
Observation 4

Average test case per project 


  = 540 cases per project

Average test case preparation time per project = 10 days per project

Average test case execution time per project
  = 7 days per project

Average unit test case per control per page (HTML/jsp) = 3.75

These derived metrics typically indicate the project size in terms of test statistics.

More time is required to prepare test cases than to execute them. The execution time is a function of the number of regression cycles performed and the regression strategy. In the current case, the regression cycle was 1 (meaning only 2 test runs) and the regression strategy was regression of all cases around the detected defect.

The above information can be used in the following manner:

x = Estimated number of pages in the Web system

y = Estimated number of controls per page in the Web system

By using the following formula: 

Total estimated unit test cases (z) = 3.75 * x * y

The required efforts can be calculated as:

Person days required = z / tp

This is assuming that the project performs only unit and system testing by using templates that facilitate such testing. The integration test cases are scattered partially in the unit test suite and partially in the system test suite. 

Note: This is not a recommended practice.

Refer to the References section for sample unit test case template and system test case template.

Note: A root-cause analysis of project-specific defects may also be carried out to ascertain project-specific causes for defects. However, this is not documented here.

1.3.3
Feedback to test team project

1.3.3.1
Observation 1

The review count metrics can be a good indicator to the test team performance or the input documents to the test case creation/documentation. A high number of review count indicates problem with either the performance of the test team or inappropriate input to the test case creation phase (ambiguous functional and design documents). Appropriate action must be initiated after consulting the team.

1.3.3.2
Observation 2

The rate of test case preparation is a good indicator to the test engineer’s evaluation and the required test team size. For example, if the estimated number of test cases are 3000, then, by using tp, we obtain the following values: 


Days required to finish work (d) = 58 for single person


Team size needed to finish the work in 14.5 days = 4 persons

If, at the end of 10 days, the total test cases completed are less than 2040, then either the team is not performing well or there is an issue with the test input documentation comprising functional and design specifications.

1.3.3.3
Observation 3

The ratio of STC/UTC can be collected as a derrived metric and this average can be used to estimate system test cases. For more details, refer to the sample estimation document.

The above approach is not the recommended approach, but is based on the empirical model of estimation. It may be recommended to utilize use case estimation for the same.

1.4
Risks

1. The metrics must be treated as technology-specific. They must not be used for or intermingled with projects using other technologies. This can cause significant deviation in some or all respects.

2. The metrics can be SDLC model-specific. They must not be used for or intermingled with projects following other SDLC models. This can cause significant deviation in some or all respects.

There can be other hidden risks as well.

1.5
Conclusion

Since the observation depends upon the process maturity and the company maturity , the collected metrics and inferences can vary for companies.

The feedback loop provides information about project performance and helps better understanding of the company and the people. The metrics collection and consolidation can be an additional effort initially, but provides good ROI to the company in the long run. This approach is a part of the metric-based test-oriented approach in the prototype software development life cycle. For details, refer to the References section.

1.6
References

1. Test estimation in prototyping SDLC.xls
This document provides details of the estimation sheet created on the basis of the metrics collected in few projects using a particular technology. A sample estimation calculation is also documented.

2. Projectname_STC_application.xls

This document is a template used for documenting system test cases. The template can be used effectively in projects where the time-to-market is very less. 

3. Projectname_UTC_jsp-name.xls

This document is a template used for documenting unit test cases. The template can be used effectively in projects where the time-to-market is very less. 

4.  Metric-based test-oriented approach in prototyping SDLC

This document provides details of the metrics-based test-oriented approach in the prototype software development life cycle. The feedback loop is a part of this documented cycle.

The aforesaid documents can be found at www.stickyminds.com. Alternatively, send an e-mail to the author to obtain a copy of the same.
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